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ABSTRACT 

Search and rescue operations are often undertaken in low-visibility smoky environments in which 

rescue teams must rely on haptic feedback for navigation and exploration. The overall aim of our 

research is to enable a human being to explore such environments using a robot. In this paper we 

focus on creating feedback from a robot to a human. We describe our first designs and trials with 

vibration motors. The focus is on determining the potential use of vibration motors for message 

transfer and our trials reflect whether different messages can be discriminated. We describe the 

testing procedure and the results of our first tests. Based on these results, we conclude that close 

spatial arrangement of the motors blurs individual signals. 

1. INTRODUCTION 

Search and rescue operations in fire incidents, are undertaken only when the ground is relatively passable 

(Penders et al, 2011); the major problem however is that the environment is smoke-filled and noisy. Lack of 

visual and auditory feedback make rescue teams rely on haptic feedback for navigation and exploration. 

Navigation concerns finding the way, while exploration involves exploring the environment and finding possible 

victims. Robots with a range of sensors on board might be helpful for such conditions. In addition, there are also 

everyday situations where vision and audibility are low, for instance, a visually impaired person trying to walk 

along a street. 

An early work on robotic navigation assistance to the visual impaired is described in Tachi et al. (1983). 

They developed a guide-dog robot for the visually impaired, which guides the person. The robot tracks the 

handler using active sonar, and the handler wears a stereo headset, which provides coded aural feedback to notify 

whether the handler is straying from the path. There are no means to communicate with the robot, and the 

handler must learn the new aural-feedback code: the robot serves as a mobile beacon that communicates with the 

headset. More recently, Allan Melvin et al, (2009) developed a robot guide to replace a guide dog. We described 

a robotic guide in (Ghosh et al, 2014), the emphasis is on how well a person follows the robot; however the 

human does not have any control over the robot and thus cannot explore. 

There is quite a difference between guidance and exploration. Guidance is limited to the robot leading the 

person or handler. This setting presupposes that the robot does the way-finding and the person just follows. 

Exploration concerns investigating the direct but yet unknown environment. As there is no-visibility, exploration 

has to rely on active haptic sensing. A widely used device for haptic exploration is a white cane as intended for 

the visually impaired. Inspired by this, Ulrich and Borenstein (2001) developed the GuideCane. It is a cane like 

device running on unpowered wheels, it uses Ultra Sound to detect obstacles. The handler has to push the 

GuideCane - it has no powered wheels- however it has a steering mechanism that can be operated by the handler 

or operate autonomously. In autonomous mode, when detecting an obstacle the wheels are steering away to 

avoid the obstacle. Obviously the feedback to the human remains implicit: the handle is the medium.  

Our project aim is to build a robotic device for exploration purposes. We previously reported on our initial 

haptic mode experiments in which a person uses a simple passive device (a metal disk fixed with a rigid handle, 

as shown in Figure 1) to explore the immediate environment (Jones et al, 2013). The feedback from the disk to 

the handler remains implicit: it is restricted to what the handler feels when holding the stick. Experiments 

demonstrated the extreme sensitivity and trainability of the haptic channel and the speed with which users 

develop and refine their haptic proficiencies, permitting reliable and accurate discrimination between objects of 

different weights. The disc with rigid handle provided implicit feedback to the handler while the handler was 
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operating it. The final aim is to use a powered robotic device. However, a major issue with a powered robotic 

device is that there is no room for active haptic sensing by the human and the feedback to the handler has to be 

made explicit. In this paper we focus on creating feedback from a powered robot to the handler. We describe our 

first designs and trials with vibrating motors. At this stage the focus is on determining the potential of a set of 

vibration motors for message transfer; the trials investigate whether different messages can be discriminated.  

 

Figure 1. Metal disc fixed with a fixed handle. 

2. FEEDBACK DEVICE 

Our design incorporates a robot with an impedance filter, which is connected with a handle to the handler. Figure 

2 shows the impedance filter - a skirt-like structure - which sits on top of the robot (Janani et al, 2013). The 

figure also shows the handle, the physical interface between robot and the handler. Our previous work (Ghosh et 

al, 2014) has reflected on various aspects of the handle design. While encountering an obstacle, the skirt is 

displaced. The displacement is measured (using Cable Reel Transducers); these measurements need to be 

transformed into some sort of a haptic input to the handler. Defining and designing the input signal for the 

human handler is our current objective. 

 

Figure 2. The handle (with feedback cuff) and the impedance filter. 

We apply six vibrating motors, which are fixed on a wearable cuff (as shown in Figure 4) attached to the crutch-

like part of the handle (as shown in Figure 2) . The motors vibrate for short periods (3-5 seconds) on the lower 

arm of the handler. The motors are individually controlled; however, all motors operate at the same frequency 

and intensity. They are connected through a microcontroller and operated using a software interface developed in 

Labview.  

3. TESTING PROTOCOL 

Figure 3 shows a person wearing the cuff on the lower arm. Our first question is whether subjects are able to 

distinguish which individual motors are activated; in addition our aim is to study whether different combinations 

of concurrent vibrating motors are recognisable. After one or more vibration motors were turned on for 3-5 

seconds, the subjects were asked to report on the positions of the motors, by pointing out the options shown in 

the picture (Figure 3 right). To make it easier to understand, we named the positions as following: motors close 

to the wrist, Under Arm Bottom (UB) and Over Arm Bottom (OB), in the Middle as Under Arm middle (UM) 

and Over Arm Middle (OM) and close to the Elbow as Under Arm Top (UT) and Over Arm Top (OT), refer to 

Figure 5. Every subject was given noise cancelling ear protectors to neutralise all possible auditory cues. 

Six subjects, aging between 22 and 55 without any medical condition, took part in our experimental study. 

Each subject was asked to undergo four sessions with twelve trials in each session. Before the commencement of 

the trials, the subjects were briefed about the experiment and went through a pre-trial in order to make them 

accustomed with testing environment and the apparatus. In the first trial set any of the six vibration motors is 
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activated, but only one at the time. In the second trial set two motors are activated concurrently but in varying 

patterns and in the third set three motors are activated in varying patterns. The final session consists of a mix of 

single, double or triple motor activations in a random order.  

    

Figure 3. (Left) The cuff on trial and the trial’s feedback display. (Right) The picture placed in 

front of the subjects for pointing out the positions. 

 

 

Figure 4. Feedback cuff. Figure 5. Position of the vibration Motors. 

 

4. RESULTS 

Figure 6 shows the errors subjects made in identifying the specific motors for the first three trial sets. The figures 

show motor positions on the horizontal axis; the vertical axis shows the proportion of errors (0-1) made when the 

respective motors were activated. Figure 6 left, shows the error proportions with single vibrating motors, the 

figure in the middle shows error proportions with two vibrating motors and the figure on the right shows error 

proportions with three vibrating motors. We notice that there is an increase in the number of errors as the number 

of vibrating motors increases. It is evident that the subjects were most accurate in determining the positions of 

vibrations when only a single vibration motor was turned on.  

Average proportions of errors for the 3 different trial sets were as follows: 

▪ Set 1 (single vibrating motor; 6 trials): 0.125 (0-1) 

▪ Set 2 (2 motors vibrating concurrently; 12 trials): 0.22 (0-1) 

▪ Set 3: (3 motors vibrating concurrently; 12 trials): 0.40 (0-1) 

These results indicate the increasing difficulty in accurate identification of vibrating motor(s) over the three sets.  

For the first set of trials involving single vibration motors, error rates were low. A repeated one-way 

ANOVA measure on the arc sin transformation of the proportion of errors showed no significant difference 

across the six motor positions (F(5,5) = .87; p. = 0.51).  
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Figure 6. Proportion of errors, single (left); double(middle);triple(right). 

For the second set of trials, error rates were higher than for the first set but still rather low. A repeated one-way 

ANOVA measure on the arc sin transformation showed no significant difference in proportion of errors across 

the twelve trial conditions (F(5,11)= .73; p. = 0.7) involving pairs of concurrently vibrating motors.  

In the third set of trials in which three motors were activated concurrently, the error rates are high. 

Furthermore, the one-way ANOVA (F(5,11)= 3.89; p. < 0.01) showed a significant difference in proportion of 

errors across the twelve trials. It would appear, then, that the task becomes much more challenging with three 

vibration motors switched on and also that some of the triple-combinations are more readily identifiable than 

others, although the precise reasons for this extra level of difficulty are not clear. Anecdotal evidence suggests 

that identification difficulties may be associated with distribution or proximity of the motors on the arm but we 

were unable to establish this from our present data. 

5. CONCLUSIONS and FUTURE WORK 

The findings of the experimental trials raise a number of issues that need to be taken into account for future re-

design of the cuff and the message-sending configurations of vibrating motors. The trial data show that subjects 

were easily able to distinguish when individual vibration motors were activated but that the difficulty of the task 

increased when motors were combined. Combinations of three motors, in particular, were especially difficult to 

identify accurately.  

For these reasons, present work is focussed on the use of a cuff with only four vibration motors (two on each 

side) which will be used either singly or in pairs to transmit messages. Future experiments will also investigate 

whether specific signatures in vibration frequency and intensity for each motor may improve recognition. A next 

step is to define and design feedback signals (a sort of haptic alphabet) that correspond with displacements of the 

impedance filter. 
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